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Abstract 
The Wechsler Abbreviated Scale of Intelligence-Second Edition 
(WASI-II; Wechsler, 2011a) is a versatile and widely utilized brief 
intelligence measure by assessment psychologists in a variety of 
clinical settings. Despite the fact that a hierarchical measurement 
model is implied in the WASI-II Manual (Wechsler, 2011b) and the 
scores provided by the instrument, a hierarchical measurement 
model was not specified in the structural validation studies 
conducted by the test publisher. Due to this shortcoming, two 
exploratory factor analytic methods (Schmid-Leiman [SL] and 
exploratory bifactor analysis [EBFA]) were utilized to disclose the 
higher-order structuring of WASI-II variables. Results from both 
solutions indicated that the WASI-II provides users with a strong 
measurement of general intelligence and suggest caution when 
interpreting beyond that dimension despite the provision of 
additional factor-level indices. Implications for clinical 
interpretation and appropriate use(s) of the WASI-II and other 
related brief measures are discussed. 

  
Introduction 

In contrast with previous screeners and short-forms (e.g., Silverstein, 1990) that were 
designed to provide users with a single estimate of general intelligence (i.e., FSIQ), 
contemporary brief intellectual measures now appraise cognitive functioning from a 
multidimensional perspective, yielding multiple first-order indexes and other related part scores 
in addition to a global FSIQ composite (Kaufman & Kaufman, 2001; Pierson, Kilmer, 
Rothlisberg, & McIntosh, 2012). These include the Kaufman Brief Intelligence Test-Second 
Edition (KBIT-2; Kaufman & Kaufman, 2004), the Reynolds Intellectual Assessment Scales-
Second Edition (RIAS-2; Reynolds & Kamphaus, 2015), and the Wechsler Abbreviated Scale of 
Intelligence-Second Edition (WASI-II; Wechsler, 2011a). Traditionally these measures have 
been utilized in clinical practice settings for screening and research purposes.  

Although it is commonly argued that clinical assessments require that a “comprehensive” 
battery of intelligence be administered in order to best understand an individual’s profile of 
cognitive strengths and weaknesses, recent structural validity investigations have revealed 
conflicting factor structures from those reported in the technical manuals of many contemporary 
cognitive measures (Canivez & McGill, 2016; Canivez, Watkins, & Dombrowski, 2016a, 2016b; 
Dombrowski, McGill, & Canivez, 2016; McGill, 2016; McGill & Canivez, 2016; McGill & 
Spurgin, 2015), calling into question their potential clinical/diagnostic utility. Due to these 
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limitations, practitioners have been encouraged more recently (Canivez, 2013; Frazier & 
Youngstrom, 2007; Yates & Taub, 2003; Youngstrom, 2008) to consider the potential 
cost/benefit advantages afforded by brief measures as a supplement to, or replacement for, more 
comprehensive measures of intellectual functioning.  
  However, before adopting brief measures for more widespread use in clinical practice, 
practitioners must have confidence in the underlying construct meaning for the scores provided 
on these measures. According to Kane (2013), “the validity of a proposed interpretation or use 
depends on how well the evidence supports the claims being made” (p. 1). At the most 
fundamental level, it must be demonstrated that test scores accurately reflect legitimate 
individual differences. Unfortunately, the validation procedures employed by test publishers for 
brief measures often do not match the implied theoretical structures for these instruments. For 
example, Dombrowski and Mrazik (2008) noted that although a hierarchical structure is implied 
for the RIAS, Reynolds and Kamphaus (2003) failed to investigate that structure in the 
Professional Manual. Subsequent hierarchical factor analytic investigations (Dombrowski, 
Watkins, & Brogan, 2009; Nelson & Canivez, 2012; Nelson, Canivez, Lindstrom, & Hatt, 2007) 
questioned the integrity of the lower-order part scores (Verbal/Nonverbal) provided on the RIAS 
and did not support confidant clinical interpretation beyond the global second-order FSIQ 
composite. Although frequently used by clinical, forensic, and school psychologists, the WASI-
II provides another relevant example of a brief instrument which suffers from similar structural 
validation deficiencies.    

Recently revised, the WASI-II (Wechsler, 2011a) is a brief measure of general 
intelligence designed for use with children and adults between the ages of 6-90 years. The 
WASI-II Manual (Wechsler, 2011b) indicates that the WASI-II was designed to measure a 
hierarchically ordered general intellectual ability factor (i.e., g) along with lower-order Verbal 
and Performance factors. Although users are advised to focus most of their interpretive weight 
on the FSIQ, additional consideration of performance on the Verbal (VC) and Performance (PR) 
dimensions is encouraged. For instance, the manual suggests that discrepant performance across 
the scales may be clinically noteworthy (p. 148) and base rates for observed differences are 
reported in a supplementary table (Table B.3, p. 194). Although extensive exploratory (EFA) and 
confirmatory (CFA) analyses supporting the presence of two factors are reported in the manual, 
considerable problems remain.   
 
Issues with WASI-II Validation 

Inexplicably, the publisher failed to use the data obtained from the WASI-II normative 
sample in their EFA analyses. Instead, the EFA results reported in the manual were extrapolated 
from analyses conducted with participants in the WASI-II/WISC-IV (N = 201) and WASI-
II/WAIS-IV (N = 182) correlation studies. As described in the manual, the four WASI-II subtests 
were substituted for corresponding measures in the WISC-IV and WAIS-IV; EFA then 
commenced using the 10 subtest core battery configurations for those instruments with a forced 
four-factor extraction consistent with Wechsler Scale theory at that time (Beal, Willis, & 
Dumont, 2013). The salient and theoretically consistent loading coefficients that were observed 
for the four WASI-II measures on the VC and PR factors were interpreted as supporting the two-
factor model hypothesized for the WASI-II. Although similar procedures were used to validate 
the previous version of the instrument, they are a clear departure from factor analytic best 
practice (Fabrigar, Wegener, & MacCallum, 1999; Preacher & MaCallum, 2003; Thompson & 
Daniel, 1996). It was argued that these procedures were needed because the data obtained from 
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the WASI-II normative sample “may not be sufficient to define the potential factors and may 
result in an under-estimation [emphasis added] of the number of factors composing the scale” 
(Wechsler, 2011b, p. 124). However, this justification is questionable given the fact that various 
iterations of the Wechsler Scales and other related cognitive batteries have long contained factors 
produced from only two indicators. Structural validity studies for these instruments commenced 
without resorting to such procedures to promote identification of hypothesized latent dimensions. 
Furthermore, even if one were to accept the veracity of simply extrapolating the WASI-II 
structure from that of the full WISC-IV/WAIS-IV test batteries, additional problems would 
remain. One of these concerns relates to the models that were employed in the EFA and CFA 
analyses.    
 When conducting exploratory analyses, the publisher relied solely on the principal axis 
factoring (PAF) method with promax rotation to elucidate the structure of the WISC-IV/WAIS-
IV. The test author correctly employed an oblique rotation under the assumption of correlated 
factors. Although an oblique rotation is necessary, it may not be singularly sufficient and an 
additional step is required. According to Gorsuch (1983), higher-order factors are implicit in all 
oblique rotations; consequently, he recommended that second-order factors be extracted and 
examined. Unfortunately, the publisher elected to forego second-order factor analysis in the EFA 
procedures they employed.      
 According to Carroll (2003), all cognitive measures are composed of reliable variance 
that is attributable to a higher-order general factor, reliable variance that is attributable to first-
order group factors, and error variance. Due to this multidimensionality, Carroll argued that 
variance from the higher-order factor must be extracted first to residualize the lower-order 
factors, leaving them orthogonal to the higher-order dimension. Thus, variability associated with 
a higher-order factor is accounted for before interpreting variability associated with lower-order 
factors, resulting in variance being apportioned to higher-order and lower-order dimensions. To 
accomplish this task, Carroll (1993; 1995) recommended second-order factor analysis of first-
order factor correlations followed by a Schmid-Leiman transformation (SL; Schmid & Leiman, 
1957). Also missing from the WASI-II Manual were empirical support for EFA factor extraction, 
proportions of variance accounted for by the hypothesized second-order factor and the two first-
order factors, second-order subtest loadings, subtest specificity estimates, and model-based 
reliability estimates including omega coefficients (𝜔; Canivez, 2016; Reise, 2012; Rodriguez, 
Reise, & Haviland, 2016). The body of literature on factor analysis methodology (e.g., Carroll, 
1993, 1995, 2003; Gorsuch, 1983; McClain, 1996; Carretta & Ree, 2001; Thompson, 2004) and 
model-based reliability (e.g., Reise, 2012; Reise, Bonifay, & Haviland, 2013) recommends the 
inclusion of this information because it assists test users in determining how the instrument 
should be interpreted. 
 EFA results in the manual were additionally supported by CFA results that compared 
competing one and two-correlated factors models with the four core subtests. Of the two first-
order models, the oblique two-factor model was the best fitting, though model loading 
coefficients and other important information such as the correlation between the latent factors 
were not disclosed. Ironically, dimension identification did not appear to be as much of a 
concern (as per the EFA analyses) to the publisher when specifying an under-identified model 
(oblique two-factors) in CFA. Again, higher-order structure was not explicated in these analyses 
though it should be noted that specification of a second-order factor in a measurement model that 
is empirically under-identified is only possible by constraining the second-order loadings to be 
equal, a procedure that some researchers find to be problematic (Beaujean, McGlaughlin, & 
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Margulies, 2009; Brown, 2016). Furthermore, even if the necessary equality constraint is 
induced, model fit will remain equivalent to the previously specified model (correlated factors), 
further degrading its empirical utility. 

Nevertheless, exclusive reliance on EFA/CFA correlated factors models does not 
substantiate the implied structure of the measurement instrument. Because the WASI-II is 
organized into three levels with subtest scores being combined to form the VC and PR factor 
scores and the FSIQ composite, its implied structures is hierarchical (Kranzler & Keith, 1999). 
According to McClain (1996), it is a mistake to interpret a second-order factor on the basis of 
first-order dimensions. Due to these limitations, a case can be made that primary interpretive 
emphasis in understanding the latent structure of the WASI-II should be placed on EFA 
procedures that permit higher-order factor analysis and a more thorough investigation of the 
implied WASI-II theoretical structure (Dombrowski, Watkins, & Brogan, 2009).  
 
Limitations of Previous Research 

Since its publication over 15 years ago, the WASI has been the focus of several factor 
analytic investigations (e.g., Axelrod, 2002; Canivez, Konold, Collins, & Wilson, 2009; Ryan et 
al., 2003). While many of these studies have supported the publisher suggested two-factor 
Verbal/Performance model, the lone EFA investigation (Canivez et al., 2009) that utilized 
higher-order modeling procedures is a notable exception. In a conjoint EFA/CFA using measures 
from both the WASI-II and the Wide-Range Intelligence Test (WRIT; Glutting, Adams, & 
Sheslow, 2000), the researchers found no support for the extraction of two factors in EFA, and 
when two factors were forced followed by the SL procedure, the residualized first-order factors 
accounted for trivial proportions of total and common variance in WASI/WRIT subtests when 
compared to the variance accounted for by the second-order g factor. To date, the higher-order 
structure of the WASI has yet to be explored on its own suggesting our understanding of the 
relationship of WASI/WASI-II variables is presently unknown. 

 
Purpose and Goals of the Current Study 

The goal of this study is to disclose the higher-order structure of the WASI-II across the 
age span (ages 9-90) using two EFA methods. As recommended by Carroll (1993, 1995), the 
first method used the SL orthognalization procedure (Schmid & Leiman, 1957) which posits an 
indirect hierarchical measurement model similar to Carroll’s three-stratum model wherein the 
general factor is conceptualized as a superordinate factor produced from the correlations between 
the first-order factors. The SL procedure has a history of use in cognitive ability literature. As 
previously noted, it helps to uncover simple structure in the presence of correlated traits by 
partialing out the influence of higher-order factors.  

The second method used the bifactor rotation in the R statistical programming language 
(R Development Core Team, 2016). In a bifactor or direct hierarchical model, all factors (i.e., 
general, group-specific) are conceptualized as orthogonal first-order dimensions with direct 
effects on the measured variables (Beaujean, 2015). Although it has been suggested that the SL 
procedure produces an approximate bifactor structure, Dombrowksi, Canivez, Watkins, and 
Beaujean (2015) noted that the SL procedure “is simply a re-parameterization of the higher-order 
model to show how the measured variables relate to the second-order factor and residualized 
versions of the first-order factors” (p. 195). Additionally, researchers have noted that the SL 
procedure may suffer from a proportionality constraint which can produce biased parameter 
estimates. As a consequence, Jennrich and Bentler (2011) developed an alternative to the SL 
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procedure for EFA to capitalize on the advantages afforded by the bifactor model relative to the 
indirect hierarchical model that they termed exploratory bifactor analysis (EBFA). Recently, 
EBFA has been employed to examine the latent structure of several contemporary cognitive 
measures.  

Whereas Dombrowski (2014) found consistent results between EBFA and SL solutions 
for the Woodcock-Johnson Tests of Cognitive Abilities-Third Edition (WJ-III Cog; Woodcock, 
McGrew, & Mather, 2001), Dombrowksi and colleagues (2015) reported EBFA structures for 
the WISC-V that conflicted with those reported by Canivez, Watkins, and Dombrowski (2016b) 
using the SL procedure. As a consequence, it is believed that an analysis of the WASI-II using 
both methods will be instructive for furthering our understanding of the higher-order structuring 
of WASI-II variables as well as the degree to which SL and EBFA solutions converge for the 
measurement instrument.    
 
Method 
 

Participants.  Participants were children and adults ages 6 to 90 (n = 2,300) drawn from 
the WASI-II standardization sample.  Demographic characteristics are provided in detail in the 
WASI-II Manual (Wechsler, 2011b).  The standardization sample was obtained using stratified 
proportional sampling across demographic variables of age, sex, race/ethnicity, parent 
educational level, and geographic region.  Examination of the tables provided in the manual 
revealed a close correspondence to the 2008 U. S. census estimates across the stratification 
variables.  
 

Measurement Instrument. The WASI-II is a brief multidimensional test of intelligence 
for children and adults ages 6 to 90 years. The measure is comprised of four core subtests which 
contribute to the measurement of two first-order index scores: Verbal Comprehension and 
Perceptual Reasoning. The subtests also linearly combine to form a second-order full scale FSIQ 
composite. Subtest scores are expressed as T scores with a mean of 50 and a standard deviation 
of 10. All index and composite variables on the WASI-II are expressed as standard scores with a 
mean of 100 and a standard deviation of 15. The total norming sample (N = 2,300) is nationally 
representative based upon 2008 U.S. census estimates for gender, race/ethnicity, educational 
attainment, and geographic region. Extensive normative and psychometric data can be found in 
the WASI-II Manual (Wechsler, 2011b). Internal consistency estimates ranged from .87 to .92 
for the subtests and from .94 to .95 for the index scores across the child and adult samples. The 
average internal consistency estimate for the FSIQ ranged from .96 to .97. Validity evidence is 
provided in several forms in the manual and independent reviews are available (e.g., Johnson & 
Sandoval, 2014; McCrimmon & Smith, 2013). 
 

Procedures and Data Analyses. Following best practice guidelines (e.g., Fabrigar et al., 
1999; Preacher & MacCallum, 2003; Thompson, 2004), EFA was implemented using the psych 
package (Revelle, 2016) in R using data extracted from the correlation matrices reported in the 
WASI-II Manual (Wechsler, 2011b, p. 123). In order to maintain consistency with the structural 
analyses reported in the manual, three correlation matrices were examined: core subtests for the 
total sample (ages 6-90, n = 2,300), core subtests for the total child sample (ages 6-16, n = 
1,100), and core subtests for the total adult sample (ages 17-90, n = 1,200). 
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Bartlett’s test of sphericity was used to ensure that the correlation matrix was not random, 
and the Keiser-Meyer-Olkin statistic was required to be above a minimum standard of .60 to 
ensure that the matrices were suitable for factor analysis (Kaiser, 1974). The PAF method with 
promax rotation was used because of its ability to disclose latent structure with measurement 
models that are just identified (de Winter & Dodou, 2012). Next, Horn’s parallel analysis (HPA; 
Horn, 1965), and minimum average partials (MAP; Velicer, 1976) were used to compliment a 
visual scree test (Cattell, 1966) to determine the number of factors to retain for rotation (Frazier 
& Youngstrom, 2007; Velicer, Eaton, & Fava, 2000). As per Keith, Cammerer, and Reynolds 
(2016), parallel analysis based on PAF was used to simulate random eigenvalues for comparison 
to the obtained values produced from our EFA. The oblique first-order factors were then 
orthogonalized with the SL procedure, as recommended by Carroll (1995). Additionally, the 
WASI-II correlation matrices were subjected to EBFA using the bifactor rotation (Jennrich & 
Bentler, 2011). Criteria for determining factor adequacy were established a priori. In accord with 
Dombrowksi (2013), salient coefficients were defined as those ≥ .30 for the oblique solution and 
≥ .20 for the orthogonalized solution. 

Finally, the bifactor model hypothesizes that each WASI-II subtest is influenced 
simultaneously by two orthogonal latent constructs: a general intelligence factor (g) and a first-
order domain-specific group factor (e.g., VC, PR)1

 

. As a consequence, Omega (𝜔) and omega-
hierarchical/hierarchical subscale (𝜔h\𝜔hs) were estimated as model-based reliability estimates of 
the latent factors (Gignac & Watkins, 2013). Whereas 𝜔 estimates the variance accounted for by 
both of the constructs in a given domain, 𝜔h estimates the variance accounted for by a single 
target construct.  Chen, Hayes, Carver, Laurenceau, and Zhang (2012) stressed that "for 
multidimensional constructs, the alpha coefficient is complexly determined, and McDonald's 
omega-hierarchical (ωh; 1999) provides a better estimate for the composite score and thus should 
be used" (p. 228). Omega estimates were produced using the Omega program (Watkins, 2013). 
Albeit subjective, omega coefficients should at a minimum exceed .50, but .75 would be 
preferred (Reise, 2012; Reise, Bonifay, & Haviland, 2013). 

Results 
 

Factor Extraction Criteria Comparisons.  Across the three WASI-II configurations, 
parallel analysis (Horn, 1965) suggested the retention of two factors whereas the MAP criterion 
(Velicer, 1976) recommended retention of one factor. Additionally, visual inspection of the scree 
plots produced by the three WASI-II configurations suggested the presence of two factors. Given 
that it is better to over factor than under factor (Wood, Tatryn, & Gorsuch, 1996), two factors 
were extracted to accord with the theoretical structure delineated in the WASI-II Manual 
(Wechsler, 2011b). 

 
Exploratory (First-Order) Analysis. Results from Bartlett’s test of sphericity indicated 

that the correlation matrix for the total sample was not random, χ2 = 3,759.72, df = 6, p < .001. 
The KMO statistic was .75, well above the minimum standard for conducting factor analysis 
(Kaiser, 1974). Communality estimates ranged from .54 to .74. On the basis of these values, it 
was determined that the correlation matrix was appropriate for the EFA procedures that were 

                                                 
1 In a “restricted” Bifactor model, cross loading on multiple group factors is not permitted. 
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employed. Table 1 presents the results from extracting two WASI-II factors for the total sample. 
All subtests were saliently and properly associated with their theoretical factor demonstrating 
desirable simple structure. The correlation between the factors was .71, implying the presence of 
a higher-order dimension requiring explication (Gignac, 2007; Gorsuch, 1983; Reise, 2012; 
Thompson, 2004).   

 
 
Table 1 
 
Exploratory Factor Analysis with Oblique and Orthogonalized Pattern Coefficients of the 
Wechsler Abbreviated Scale of Intelligence-Second Edition (WASI-II) Total Normative 
Sample, Ages 6-90 (N = 2,300) 
  

Oblique Solution 
  

Orthogonolized Schmid-Leiman Solution 
Subtest I II  g I II h2 u2 
Vocabulary .82 .05  .73 .45 .03 .74 .26 
Similarities .80 .08  .74 .43 .04 .74 .26 
Block Design     -.01 .75  .62 -.01 .41 .55 .45 
Matrix Reasoning .05 .72  .65 .03 .39 .56 .44 
Total Variance (%)    47.2 9.7 8.1 65.0 35.0 
Common Variance (%)    72.6 14.9 12.4   

 
Note. As per Dombrowski (2013), salient loadings ≥ .30 for the oblique solution and ≥ .20 for 
the orthogonalized solution are denoted in bold. h2 = communality; u2= uniqueness.  
 
Total Sample (N = 2,300) 
  

Hierarchical Factor Analyses (SL Orthogonalization and EBFA). Results from the 
Schmid-Leiman (1957) procedure and Jennrich and Bentler’s (2011) EBFA procedure on the two 
factor solution for the total normative sample are found in Tables 1 and 2. With EBFA, the 
general factor accounted for 59.3% of the total variance and 74.3% of the common variance. The 
SL analysis accounted for 47.2% of the total variance and 72.6% of the common variance. The 
general factor accounted for between 44% to 72% of individual subtest variance in the EBFA. 
The g factor accounted for between 38% to 54% of individual subtest variability in the SL 
analysis. For EBFA, the two group factors accounted for a small to moderate proportions of the 
total variance (6.9%-13.7%) and common variance (8.6%-17.1%). The general and group factors 
combined to measure 79.9% of the variance in the WASI-II, reflecting 20.1% unique variance. 
For the SL analysis, the two group factors accounted for a small to moderate proportions of the 
total variance (8.1%-9.7%) and common variance (12.4%-14.9%). The general and group factors 
combined to measure 65% of the variance in the WASI-II, reflecting 20% unique variance. The 
results of both analyses demonstrate the robust manifestation of general intelligence, which 
exceeded the contributions made by both of the group specific factors combined.  
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Table 2 
 

       Sourced of Variance in the WASI-II for the Total Sample According to an Exploratory Bifactor Model 
  Factor         
Test g I IIa h² u² ERROR s² 
Vocabulary .77 .38 

 
.74 .26 .08 .18 

Similarities .78 .36 
 

.74 .26 .10 .16 
Block Design .85 

 
.00 .72 .28 .10 .18 

Matrix Reasoning .67   .74 .99 .01 .11 .00 
Total Variance (%) 59.3 6.9 13.7 79.9 20.1 9.7 13.0 
Common Variance (%) 74.3 8.6 17.1 

    ω .92 .84 .91 
    ωh/hs .83 .15 .17         

        Note. g = general intelligence, b = standardized loading of subtest on factor; S² = variance 
explained; h² = communality; u² = uniqueness; Error = 1-reliability from Wechsler (2011b); s2 = 
u2-Error; ω = omega; ωh = Omega hierarchical; ωhs = Omega hierarchical subscale. 
a Empirically under-identified.   
 

Omega-hierarchical and omega-subscale coefficients were estimated based on the EBFA 
results in Table 2.  The ωh coefficient for general intelligence (.83) was high and sufficient for 
scale interpretation; however, the ωs coefficients for the two specific WASI-II group factors 
(Verbal and Perceptual) were considerably lower (.15 and .17, respectively).  Thus, the two 
specific WASI-II group factors likely possess too little true score variance for confidant clinical 
interpretation (Reise, 2012; Reise et al., 2013). 
 
Child Sample (N = 1,100) 
 

Exploratory (First-Order) Analysis. Results from Bartlett’s test of sphericity indicated 
that the correlation matrix for the total sample was not random, χ2 = 1,680.43, df = 6, p < .001. 
The KMO statistic was .74, well above the minimum standard for conducting factor analysis 
(Kaiser, 1974). Communality estimates ranged from .54 to .72. On the basis of these values, it 
was determined that the correlation matrix was appropriate for the EFA procedures that were 
employed. Table 3 presents the results from extracting two WASI-II factors for the child sample. 
All subtests were saliently and properly associated with their theoretical factor demonstrating 
desirable simple structure. The correlation between the factors was .71, implying the presence of 
a higher-order dimension requiring explication (Gignac, 2007; Gorsuch, 1983; Reise, 2012; 
Thompson, 2004).   
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Table 3 
 
Exploratory Factor Analysis with Oblique and Orthogonalized Pattern Coefficients of the 
Wechsler Abbreviated Scale of Intelligence-Second Edition (WASI-II) Child Sample, Ages 6-16 
(N = 1,100) 
  

Oblique Solution 
  

Orthogonolized Schmid-Leiman Solution 
Subtest I II  g I II h2 u2 
Vocabulary .82 .03  .71 .45 .02 .71 .29 
Similarities .81 .06  .73 .44 .03 .73 .27 
Block Design      .00 .74  .62 .00 .40 .55 .45 
Matrix Reasoning .06 .72  .66 .03 .39 .58 .42 
Total Variance (%)    46.5 9.8 7.9 64.2 35.8 
Common Variance (%)    72.4 15.3 12.3   

 
Note. As per Dombrowski (2013), salient loadings ≥ .30 for the oblique solution and ≥ .20 for 
the orthogonalized solution are denoted in bold. h2 = communality; u2= uniqueness.  
 
 Hierarchical Factor Analyses (SL Orthogonalization and EBFA). Results from the 
Schmid-Leiman (1957) procedure and Jennrich and Bentler’s (2011) EBFA procedure on the two 
factor solution for the total child sample are found in Tables 3 and 4. With EBFA, the general 
factor accounted for 58.2% of the total variance and 74.3% of the common variance. The SL 
analysis accounted for 46.5% of the total variance and 72.4% of the common variance. The 
general factor accounted for between 44% to 72% of individual subtest variance in the EBFA. 
The g factor accounted for between 39% to 53% of individual subtest variability in the SL 
analysis. For EBFA, the two group factors accounted for small to moderate proportions of the 
total variance (6.9%-13.3%) and common variance (8.7%-17%).  
 
Table 4 
 

       Sourced of Variance in the WASI-II for the Child Sample According to an Exploratory Bifactor Model 
  Factor         
Test g I IIa h² u² ERROR s² 
Vocabulary .76 .38 

 
.72 .28 .09 .19 

Similarities .77 .36 
 

.72 .28 .11 .17 
Block Design .85 

 
.00 .72 .28 .11 .17 

Matrix Reasoning .66   .73 .97 .03 .13 .00 
Total Variance (%) 58.2 6.9 13.3 78.4 21.6 11.0 13.3 
Common Variance (%) 74.3 8.7 17.0 

    ω .92 .84 .90 
    ωh/hs .83 .16 .17         
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Note. g = general intelligence, b = standardized loading of subtest on factor; S² = variance 
explained; h² = communality; u² = uniqueness; Error = 1-reliability from Wechsler (2011b); s2 = 
u2-Error; ω = omega; ωh = Omega hierarchical; ωhs = Omega hierarchical subscale. 
a Empirically under-identified. 
 
The general and group factors combined to measure 78.4% of the variance in the WASI-II, 
reflecting 21.6% unique variance. For the SL analysis, the two group factors accounted for small 
to moderate proportions of the total variance (7.9%-9.8%) and common variance (12.3%-15.3%). 
The general and group factors combined to measure 64% of the variance in the WASI-II, 
reflecting 36% unique variance. The results of both analyses demonstrated the robust 
manifestation of general intelligence, which exceeded the contributions made by both of the 
group specific factors combined.  

Omega-hierarchical and omega-subscale coefficients were estimated based on the EBFA 
results in Table 2.  The ωh coefficient for general intelligence (.83) was high and sufficient for 
scale interpretation; however, the ωs coefficients for the two specific WASI-II group factors 
(Verbal and Perceptual) were considerably lower (.16 and .17, respectively).  Thus, the two 
specific WASI-II group factors likely possess too little true score variance for confidant clinical 
interpretation (Reise, 2012; Reise et al., 2013). 
 
Table 5 
 
Exploratory Factor Analysis with Oblique and Orthogonalized Pattern Coefficients of the 
Wechsler Abbreviated Scale of Intelligence-Second Edition (WASI-II) Adult Sample, Ages 17-
90 (N = 1,200) 
  

Oblique Solution 
  

Orthogonolized Schmid-Leiman Solution 
Subtest I II  g I II h2 u2 
Vocabulary .84 .04  .75 .44 .02 .76 .24 
Similarities .82 .06  .75 .43 .03 .75 .25 
Block Design     -.01 .76  .64 -.01 .40 .57 .43 
Matrix Reasoning .07 .74  .69 .04 .39 .63 .37 
Total Variance (%)    50.0 9.6 7.8 67.4 32.6 
Common Variance (%)    74.2 14.2 11.6   

 
Note. As per Dombrowski (2013), salient loadings ≥ .30 for the oblique solution and ≥ .20 for 
the orthogonalized solution are denoted in bold. h2 = communality; u2= uniqueness.  

Adult Sample (N = 1,200) 
 

Exploratory (First-Order) Analysis. Results from Bartlett’s test of sphericity indicated 
that the correlation matrix for the total sample was not random, χ2 = 2,065.69, df = 6, p < .001. 
The KMO statistic was .75, well above the minimum standard for conducting factor analysis 
(Kaiser, 1974). Communality estimates ranged from .56 to .75. On the basis of these values, it 
was determined that the correlation matrix was appropriate for the EFA procedures that were 
employed. Table 5 presents the results from extracting two WASI-II factors for the child sample. 
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All subtests were saliently and properly associated with their theoretical factor demonstrating 
desirable simple structure. The correlation between the factors was .72, implying the presence of 
a higher-order dimension requiring explication (Gignac, 2007; Gorsuch, 1983; Reise, 2012; 
Thompson, 2004).   

 
 Hierarchical Factor Analyses (SL Orthogonalization and EBFA). Results from the 
Schmid-Leiman (1957) procedure and Jennrich and Bentler’s (2011) EBFA procedure on the two 
factor solution for the total adult sample are found in Tables 5 and 6. With EBFA, the general 
factor accounted for 61.2% of the total variance and 75.7% of the common variance. The SL 
analysis accounted for 50% of the total variance and 74.2% of the common variance. The general 
factor accounted for between 48% to 74% of individual subtest variance in the EBFA. The g 
factor accounted for between 41% to 56% of individual subtest variability in the SL analysis. For 
EBFA, the two group factors accounted for a small to moderate proportions of the total variance 
(7%-12.6%) and common variance (8.7%-15.6%). The general and group factors combined to 
measure 80.8% of the variance in the WASI-II, reflecting 19.2% unique variance. For the SL 
analysis, the two group factors accounted for small to moderate proportions of the total variance 
(7.8%-9.6%) and common variance (11.6%-14.2%). The general and group factors combined to 
measure 67% of the variance in the WASI-II, reflecting 33% unique variance. The results of both 
analyses demonstrated the robust manifestation of general intelligence, which exceeded the 
contributions made by both of the group specific factors combined.  
 
Table 6 
 

       Sourced of Variance in the WASI-II for the Adult Sample According to an Exploratory Bifactor 
Model 
  Factor         
Test g I IIa h² u² ERROR s² 
Vocabulary .78 .39 

 
.76 .24 .08 .16 

Similarities .79 .36 
 

.75 .25 .09 .17 
Block Design .86 

 
.00 .74 .26 .09 .17 

Matrix Reasoning .69   .71 .98 .02 .10 .00 
Total Variance (%) 61.2 7.0 12.6 80.8 19.2 9.0 12.5 
Common Variance (%) 75.7 8.7 15.6 

    ω .93 .86 .91 
    ωh/hs .84 .16 .16         

        Note. g = general intelligence, b = standardized loading of subtest on factor; S² = variance 
explained; h² = communality; u² = uniqueness; Error = 1-reliability from Wechsler (2011b); s2 = 
u2-Error; ω = omega; ωh = Omega hierarchical; ωhs = Omega hierarchical subscale. 
a Empirically under-identified.   
 

Omega-hierarchical and omega-subscale coefficients were estimated based on the EBFA 
results in Table 6.  The ωh coefficient for general intelligence (.84) was high and sufficient for 
scale interpretation; however, the ωs coefficients for the two specific WASI-II group factors 
(Verbal and Perceptual) were considerably lower (.16).  Thus, the two specific WASI-II group 
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factors likely possess too little true score variance for confidant clinical interpretation (Reise, 
2012; Reise et al., 2013). 
 
Discussion 
 The recently revised joint standards for educational and psychological testing (American 
Educational Research Association [AERA], American Psychological Association [APA], & The 
National Council on Measurement in Education [NCME], 2014) stipulate that the dimensions 
purported to be measured by a psychological test must be supported with appropriate 
psychometric evidence (e.g. reliability and validity studies). Despite the converging empirical 
and theoretical evidence presented in the manual that the WASI-II is a two-factor test, its 
hypothesized multilevel structure was not examined. Whereas users are encouraged to focus 
most of their interpretive weight on the second-order FSIQ composite, the EFA and CFA results 
reported in the WASI-II Manual tend to provide evidence only for the interpretability of the VC 
and PR scores (Carreta & Ree, 2001). As per Gustaffson and Ȧberg-Bengtsen (2010), it is 
impossible to make diagnostic inferences about a more general factor’s (i.e., g) influence on 
observed variables unless such a dimension is estimated in a structural model.   

Accordingly, the purpose of the present study was to examine the structural validity of 
the WASI-II using two exploratory factor analytic procedures that take into account the higher-
order structure of the measurement instrument using more rigorous factor extraction criteria and 
theory-based rotation methods. Although use of the SL procedure (Schmid & Leiman, 1957) is 
well established within the cognitive assessment literature, EBFA (Jennrich & Bentler, 2011) is a 
promising technique that has recently emerged in applied assessment research. The present study 
sought to clarify the structural validity of the WASI-II scores and to apportion subtest variance 
correctly according to general and group-specific dimensions (Carroll, 1995). It is believed that 
the results from these analyses will better inform interpretive practice for the measurement 
instrument. 
 When examining the variance accounted for by the general factor in the publisher 
suggested two-factor solution, the EBFA procedure accounted for higher proportions of total 
variance (47.2% for SL and 59.3% for EBFA) and common variance (72.6% for SL and 74.3% 
for EBFA) in the WASI-II normative sample. Inspection of the subtest specific g loadings 
revealed that loadings were relatively consistent across both methods with the exception of 
Block Design. As an example, in the total normative sample analyses, the g loading for Block 
Design was significantly higher in the EBFA solution (.62 in SL and .85 in EBFA).  
 Interestingly, first run PAF analyses produced first-order factor loadings consistent with 
those reported in the manual from the WISC-IV/WAIS-IV analyses further calling into question 
the concerns noted in the manual about potential construct under-identification in the WASI-II 
normative sample. Application of the SL procedure resulted in all WASI-II subtests being 
saliently and properly associated with their theoretically consistent group-factors with none of 
the subtests demonstrating cross-loading on multiple factors, resulting in desirable simple 
structure. Similar results were observed in EBFA with the exception of Block Design, which 
failed to load saliently on a latent dimension apart from g, resulting in a mathematically 
impermissible PR factor. It should be noted that these results were also replicated in the child 
and adult samples.  
 In sum, the SL procedure provided stronger support for the presence of the VC and PR 
factors, even after variance attributable to the general factor was residualized from the group-
specific factors. It is interesting to note that despite their more parsimonious configurations on 
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the WASI-II, the variance accounted for by the VC and PR factors in the SL solutions from the 
present study are consistent with similar estimates produced from SL solutions for the WISC-IV 
(Watkins, 2006) and WAIS-IV (Canivez & Watkins, 2010), suggesting that the sacrifice in 
quality of measurement provided by brief measures such as the WASI-II may be overstated 
(Floyd, Clark, & Shadish, 2008). Nevertheless, the hierarchical g–factor accounted for 
substantially greater total and common variance in WASI-II subtests for all age groups.  
 Conversely, the EBFA solution consistently produced an impermissible PR factor with 
only a single loading from Matrix Reasoning, suggesting that the WASI-II may be overfactored 
(Frazier & Youngstrom, 2007). While this discrepancy may seem unusual at first glance, it is 
important to reiterate that the bifactor model and the indirect hierarchical model estimated by SL 
are not functionally equivalent (Beaujean, 2015; Reise, 2012). In the bifactor model, all factors 
are extracted directly from the measured variables. Typically, g is formed first with the group-
specific factors being formed from any of the remaining variance not explained by g. As a result, 
“the factors are all competing with each other to explain the subtests’ variance” (Dombrowski et 
al., 2015, p. 199). In the present analyses, it appears that g explains most of the common variance 
in Block Design resulting in minimal covariance left for the PR factor. Similar effects on VC 
measures were observed by Dombrowksi and colleagues (2015) in their EBFA of the WISC-V. 
According to Beaujean, Parkin, & Parker (2014), it is not uncommon for cognitive group-
specific factors such as PR to be degraded in the presence of a strong general factor. Given the 
small portions of total and common variance uniquely attributed to the WASI-II VC and PR 
factors and the low portions of true score variance in these factors (as estimated by ωs 
coefficients) there appears to be little variance apart from g in these factor scores to warrant 
clinical interpretation (Reise, 2012; Reise et al., 2013), or if interpreted, done with extreme 
caution.   
 
Limitations 

The present results were derived from covariance matrices representing a large 
proportion of the WASI-II age span. Although these results provide a relevant comparison to the 
psychometric analyses presented in the manual, additional independent examinations of the 
construct validity of the measurement instrument at different points of the age span would be 
beneficial.  

Also, it is not possible to determine which manifestation of the higher-order model (i.e., 
direct versus indirect) is most appropriate for the data via EFA. As noted by Beujean (2015), 
“While the higher-order model [indirect hierarchical] is technically nested within the bi-factor 
model, they provide very different conceptualizations of g and other factors in the model” (p. 
122). Given its advantages, it has been argued that the bifactor model, in which the effects of the 
general and specific factors on measured variables are estimated directly, is preferred as the 
effects of the latent variables are easier to interpret (Canivez, 2016; Gignac, 2007, 2016). 
Nevertheless, some researchers have questioned whether the bifactor model is a tenable structure 
for human cognitive abilities (Murray & Johnson, 2013; Reynolds & Keith, 2013). While 
adjudication of this issue is beyond the scope of the present discussion, the present results 
indicate that, regardless of one’s preference in terms of a higher-order model, the effects of the 
general factor are superior to the group factors on the WASI-II.         

Finally, while it may be argued that the present results do nothing but confirm the long-
standing guidance that brief measures such as the WASI-II should be used as screening tests for 
general intelligence (Gorth-Marnat, 2009; Sattler, 2008), test publishers have increased the 
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factorial complexity of recent instruments providing an array of scores for practitioners to 
potentially interpret. Given the lack of target construct specificity in the VC and PR index scores, 
it is our position that their provision on the WASI-II is an invitation for misuse. Within the 
professional literature the distinction between comprehensive and brief intelligence tests is 
increasingly becoming obscured (see Reynolds, Kamphaus, & Raines, 2012 for an example). In 
fact, it is now common practice for factors to be identified by only two indicators on 
comprehensive ability measures (Frazier & Youngstrom, 2007). Unfortunately, examiners all too 
often operate under the assumption that if a score is provided by a test publisher that it accurately 
reflects a latent psychological trait (Kane, 2013). As a result, it may be tempting for assessment 
professionals to consider adopting brief measures for purposes that they were not intended for 
(e.g., specific learning disability identification) due to their perceived advantages in terms of cost 
and administration time when compared to more comprehensive measures (Glutting, Watkins, & 
Youngstrom, 2003). However, when selecting and/or adopting tests for specific purposes we 
encourage practitioners to “(a) know what their tests can do and (b) act accordingly” (Weiner, 
1989, p. 829). 
 
Conclusion 

The present study provides clinicians with important information for interpreting the 
WASI-II (Wechsler, 2011a).  As "the ultimate responsibility for appropriate test use and 
interpretation lies predominantly with the test user" (AERA, APA, & NCME, 2014, p. 141), 
clinicians using the WASI-II in clinical evaluations must seriously consider the present 
information to make informed decisions about which scores have satisfactory reliability, validity, 
and utility. Whereas our results suggest that users can be reasonably confident in their 
interpretations of the FSIQ composite, the contribution of the group factors was less consistent. 
As a consequence, it is recommended that users of the WASI-II, should focus most, if not all, of 
their interpretive weight at that level of measurement.   
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